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NorSySS

Norwegian Syndromic Surveillance System 
(NorSySS) in brief
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Then -> Now
2022 2023

Employees 8 2

Data sources 15 (including NorSySS) 1 (NorSySS)

Number of ICPC-2 codes analysed 
in NorSySS

10 89

Analyses performed A lot of custom analyses Focus on generic/repeatable 
surveillance

Infrastructure Bundled together - CSIDS provides generic 
infrastructure

- NorSySS uses CSIDS’ generic 
infrastructure



+
Linux + R + R-packages

+ quarto + ... + csids/cs9-su-csverse=

3 GB

Publicly available open-source 
infrastructure + framework



localhost/interactive

+

localhost/workbench

norsyss.cs9
interactive branch
(implementation)

csids/cs9-su-csverse

+

localhost/interactive

norsyss.cs9
auto branch

(implementation)

csids/cs9-su-csverse

+

localhost/auto

Closed-source implementation of NorSySS

Shared database



Generic surveillance
89 ICPC-2 code combinations



Scale of NorSySS’ ”generic surveillance”
Cleaned data: 1 TB / 1,4 billion rows of data (x2)

373 locations
9 age groups
89 ICPC-2 codes / 6 consultation types
18 years
20 CPU cores = 14 hours to clean

Results for 24 million analyses (x2)
16 locations
9 age groups
89 ICPC-2 codes / 1 consultation type
936 weeks
12 million short term trends with 20 CPU cores = 2h 20 min
12 million signal detections with 20 CPU cores = 14 min

30 000 figures created (x2)
16 locations
89 ICPC-2 codes / 1 consultation type
11 figure variants
2 file locations
20 CPU cores = 40 minutes



Weekly report(s)
9 weekly reports
Divided on disease groups
Millions of analyses

By disease
By age
By location
By time

All automatically generated
Created every day
Emailed 1x/week



Weekly report(s)
144 

analyses
104 

analyses

832 
analyses

234 
analyses

52 
analyses



How is this possible?
Core Surveillance 9

A free and open-source framework for real-time analysis and disease
surveillance
Under development for 9 years
Can handle millions of complex statistical analyses and terabytes of data
Good for both scheduled analyses and ad-hoc analyses
Designed to work exactly like a single interactive independent script on your 
computer (line 1, line 2, line 3…)
No loops, minimal amount of data, the “core of the problem”

“I have been given data for 0-4 year old males in Oslo in 2012, what analysis will I run on this data?”

Does not need high R levels to work on editing the task
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One loop

Analysis 
code

ICPC-2 code 1, Location 1, age 1

ICPC-2 code 1, Location 1, age 2

ICPC-2 code 1, Location 2, age 1

ICPC-2 code 1, Location 2, age 2

ICPC-2 code 2, Location 1, age 1

ICPC-2 code 2, Location 1, age 2

ICPC-2 code 2, Location 2, age 1

ICPC-2 code 2, Location 2, age 2

ICPC-2 code 3, Location 1, age 1



Improving performance

1 data pull 
(ICPC-2 1)CPU 1Plan 1

Analysis 1

Analysis 2

Analysis 3

Analysis 4

Analysis 1

Analysis 2

Analysis 3

Analysis 4

Analysis 1

ICPC-2 code 1, Location 1, age 1

ICPC-2 code 1, Location 1, age 2

ICPC-2 code 1, Location 2, age 1

ICPC-2 code 1, Location 2, age 2

ICPC-2 code 2, Location 1, age 1

ICPC-2 code 2, Location 1, age 2

ICPC-2 code 2, Location 2, age 1

ICPC-2 code 2, Location 2, age 2

ICPC-2 code 3, Location 1, age 1

Avoid database lock when 
running in parallel if each ICPC-2 

is in a different DB table

1 data pull 
(ICPC-2 2)CPU 2Plan 2

1 data pull 
(ICPC-2 3)CPU 1Plan 3





Core Surveillance 9
Adding a new database table

Easily define column names/types

Columns that uniquely identify rows

Indexes (for speed)

Automatic data validation

Partitioned tables avoid database lock



Core Surveillance 9
Working with a database table



Core Surveillance 9
Adding a new task

The only permitted loops are defined 
in the task definition, not in the 
action function (allows for very easy 
parallelization)

What will I do with my data?

How do I get my data?

What database tables can I access?

Immediate 
parallelization 
over the plans

Run task in 
background as a 
RStudio job

Partitioned tables avoid database lock



Core Surveillance 9
Data selector function

Allows us to jump directly into the 
function, like it’s a normal script

Extracting the data that is required 
for the analysis

Access table, name is from 
icpc2group_tag (comes from 
the plan!)

This is “the loop”!Can also implement further filtering 
here, according to plan requirements



Action function

Allows us to jump directly into the 
function, like it’s a normal script

Code goes here. No loops!!

Insert to database. So easy!

Can test entire task



Core Surveillance 9
How do I remember everything?



Orchestration and tasks
Airflow + Core Surveillance 9



Which plan/analysis?
Core Surveillance 9



Run as Rstudio job



Daily data export
Data selector function

Action function



Figures



Figures in quarto



Statistics on database tables
Core Surveillance 9



Statistics on tasks
Core Surveillance 9



Hashing
data



Ad-hoc analyses



Use it yourself?

www.csids.no/cs9

hub.docker.com/u/csids



Questions?


